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Abstract—This paper studies energy harvesting
communication systems in which different energy harvesting
devices (EHDs) can harvest different amounts of energy and
transmit different numbers of data packets in different time
slots. We introduce a dynamic energy trading framework that
allows the EHDs to transfer and trade their harvested energy
with each other. The EHDs are divided into two groups: seller
EHDs that can harvest more energy than they can use, and
buyer EHDs, which cannot harvest sufficient energy to support
their required communication services. In the proposed
framework, the role of each EHD as a seller EHD or a buyer
EHD as well as the amount of energy that each EHD can buy
or sell to others change over time. Each EHD cannot observe
complete information regarding the harvested energy or the
number of data packets transmitted by other EHDs. We
introduce a simple energy trading scheduling protocol for the
EHDs to discover their nearby EHDs and establish energy
trading links with each other. We formulate a new game
theoretic model called stochastic energy trading game to analyze
the dynamic energy trading among EHDs in a stochastic
environment. We derive an optimal energy trading policy for
each EHD to sequentially optimize its decisions. We prove that
the proposed policy can achieve a stable and optimal sequence
of matchings between buyer and seller EHDs. We present
numerical results to compare our proposed energy trading
policy with an existing transmit packet scheduling approach,
under various network settings and conditions.

Index Terms—Energy harvesting, energy trading, stable
marriage, belief update, stable matching, communication
networks, game theory, stochastic game, wireless power
transfer.

I. INTRODUCTION

An energy harvesting communication system allows
communication among energy harvesting devices (EHDs) to
be powered by the energy harvested from the natural
environment, such as sunlight, wind, radio wave, and
vibration. It is of significant research interest because of its
potential to provide a ubiquitous and sustainable energy
supply for wireless communication networks where power
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charging/recharging is not always feasible. One of the main
challenges for energy harvesting communication systems is
that the uncertainty of the natural environment makes it
difficult to provide a reliable energy supply. Additionally, the
sources of energy harvested by the EHDs are highly random
and can be affected by many unpredictable and
uncontrollable factors. For example, different radio frequency
(RF) energy harvesting-based EHDs in the same area can
harvest substantially different amounts of energy because of
their different orientations, energy conversion efficiency,
antenna locations, etc.

Wireless energy transfer has been introduced as a simple
and effective solution to provide reliable energy sources for
energy harvesting communication systems. In this approach,
energy can be wirelessly transferred from external sources
such as power beacons, mobile energy stations, and EHDs
with transferable energy, to each EHD. Common energy
transfer technologies include inductive coupling, RF energy
transfer, and magnetic resonance coupling. Inductive
coupling is primarily limited to short-distance energy transfer
applications due to its high energy loss in long-distance
transfer (see an inductive coupling charger for phones in
Figure 1 (a)). In magnetic resonance coupling-based energy
transfer communication systems, a coil is installed in the
energy transmitter to generate a magnetic field that can
traverse to the coil installed in the receiver and generate a
current to power data communications (see magnetic
resonance coils in Figure 1 (b)). Magnetic resonance
coupling does not have adverse health effects to the human
body or cause interference to the energy harvesting process
and data communication services. Magnetic resonance-based
energy transfer is also not affected by obstructions including
metal, wood, human body, electronic devices etc., between
the transmitter and receiver [1]–[3]. RF energy transfer also
suffers from severe propagation loss during long distance
energy transfer and has the potential to cause interference to
the existing telecommunication services. New technologies
such as MIMO and beamforming have recently been applied
in RF energy transfer to improve the energy transfer
efficiency and mitigate the interference to unintended
communication devices [4], [5] (see a Powercast RF
charging sensor with RF charging device on a robotic
vehicle in Figure 1 (c)). The University of Houston has all
the above equipments and has performed many experiments
for energy transfer with the above three methods [6]–[9].
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(a) Inductive coupling. (b) Magnetic resonant coupling. (c) RF energy transfer.

Fig. 1: Various wireless transfer-enabled devices at the University of Houston.

In this paper, we introduce a new concept referred to as
the dynamic energy trading market. In this market, each
EHD is deployed with an energy harvester that can collect
energy from the nearby natural environment such as
photovoltaic cells for harvesting energy from sunlight and a
piezoelectric converter for harvesting energy from vibration,
and with energy transfer devices such as magnetic resonant
coils for magnetic resonance coupling-based energy transfer,
and RF energy transmitter and receiver. Thus, the EHDs can
transfer and receive energy to and from each other. We
consider a system in which each EHD can harvest energy
from the environment, trade energy with other EHDs, and
transmit data packets to its corresponding destinations. The
energy harvesting, trading, and the data communication
between the EHDs are assumed not to interfere with each
other. Dynamic energy trading takes advantage of the
diversity of the energy harvested by multiple closely located
EHDs by dividing the EHDs, in each time instant, into two
groups: seller EHDs and buyer EHDs. The EHDs that can
harvest more energy than they require and transfer their
excess energy to others are called seller EHDs. The EHDs
that cannot harvest sufficient energy to support their
communication services and have to obtain energy from
other EHDs are referred to as buyer EHDs. Compared to
most existing energy harvesting communication systems, our
proposed dynamic energy trading market has the following
unique features:

1) Because of the time-varying environment, the amount of
harvested energy, number of arriving data packets and
the amount of energy required to send data packets are
different from time to time. Therefore, the role of each
EHD as a seller EHD or a buyer EHD, as well as the
amount of energy that each buyer EHD requires or each
seller EHD can provide also change with time. We
model each EHD as having different objectives and
action spaces when it serves as a buyer or seller EHD.

2) The performance of each EHD is affected not only by the
environment but also by its interactions with other EHDs.
This makes it natural to study dynamic energy trading
using game theoretic tools. However, most existing game
models require the action space and objective function
of each player to be fixed and hence cannot be directly
applied to analyze our proposed dynamic energy trading
market. Moreover, many game theoretic models focus on

finding pure strategy equilibrium solutions which may
not always exist, and even if they exist, are generally not
optimal [10], [11]. In other words, there is still the lack
of an appropriate game theoretic framework to model and
analyze the dynamic energy trading problem.

3) Each EHD cannot observe or keep track of complete
information about the energy harvesting and transfer
process of all other EHDs. Furthermore, in practical
energy harvesting systems, only limited information can
be exchanged among EHDs, and therefore how to
distributedly optimize the decisions of the EHDs using
partially observed information is a challenging task.

We consider an energy trading market in which all EHDs
aim to maximize their payoffs by trading energy with each
other. We focus on the sequential optimization of the pairing
between buyer and seller EHDs with the progression of the
energy harvesting communication process. More specifically,
we propose a novel game theoretic framework, which we
refer to as a stochastic energy trading game. This game can
be regarded as a special case of a stochastic game where the
interactions between the buyer and seller EHDs at each
specific time are modeled as a stable matching game with
private belief. One of the main advantages of fitting stable
matching into the stochastic game is that, unlike stochastic
games in which a pure strategy equilibrium solution cannot
be guaranteed to exist, and even it exists, can be too complex
to reach [11], in a (two-sided) stable matching game, a
stable matching structure always exists [12]. In our proposed
game, each buyer EHD can establish and sequentially update
its beliefs about the current and future energy harvesting
process of the other EHDs, the final matching structure, and
the state of the system. Each buyer EHD will then establish
its preference over seller EHDs using this belief function.
We adopt a stochastic game framework in which each EHD
can estimate the future progression of the environment as
well as its future interactions with other EHDs. We seek a
sequence of matchings that maximize the long-term average
performance of each EHD. We then derive an optimal energy
trading policy that allows each EHD to learn from its past
experience and sequentially optimize the selection of its
matching partner. We propose a distributed algorithm which
can implement this policy without requiring multiple rounds
of back-and-forth negotiations between buyer and seller
EHDs. Finally, we compare the performance of our proposed
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energy trading policy against transmit packet scheduling
policies proposed in the literature. Numerical results show
that our proposed dynamic energy trading policy can
significantly improve the performance of energy harvesting
communication systems, especially for delay-sensitive
applications.

The main contributions of this paper are:
1) We propose a novel dynamic energy trading market to

allow EHDs with different data transmission
requirements that can harvest different amounts of
energy to help each other during the communication
process. Our framework capitalizes on the diverse
energy harvesting processes among EHDs to improve
the performance of energy harvesting communication
networks.

2) We adopt a link establishment protocol from ad hoc
peer-to-peer communication networks and introduce a
distributed energy trading scheduling protocol for each
EHD to discover the active buyer and seller EHDs in
the networks as well as to establish energy trading links
with other EHDs.

3) We introduce a new game theoretic framework, referred
to as the stochastic energy trading game, to analyze the
dynamic energy trading market. Our model extends
stochastic games by modeling the interaction between
buyer and seller EHDs at each time as a stable matching
game with private belief. To the best of our knowledge,
this is the first work that combines stable matching
games with private belief and stochastic games to
analyze energy harvesting communication networks.

4) We derive the optimal energy trading policy that allows
each EHD to optimize its choice of energy trading
partner to maximize its long-term average performance.
Our proposed policy does not require each EHD to
obtain complete information about the energy harvesting
processes of the other EHDs.

5) We compare our proposed energy trading policy against
an existing transmit packet scheduling policy. Our
numerical results show that, compared with the latter
policy, our proposed energy trading policy can
significantly improve the performance of EHDs,
especially in delay-sensitive applications.

The remainder of this paper is organized as follows. The
background and related work are reviewed in Section II. The
system model is described in Section III. The framework of
dynamic energy trading market and energy trading scheduling
protocol are introduced in Sections IV and V, respectively. In
Section VI, we introduce the stochastic energy trading game
and derive the optimal energy trading policy. We present the
numerical results and compare our energy trading policy with
the transmit packet scheduling policy in Section VII. Possible
extension and future work are discussed in Section VIII. We
conclude the paper in Section IX.

II. RELATED WORKS

It has been observed that by exploiting knowledge about
the future energy harvesting process, the performance of

energy harvesting communication can be significantly
improved. More specifically, authors in [13] studied the
packet scheduling problem for a deterministic single-user
energy harvesting communication system in which a
transmitter equipped with an infinite capacity battery can
precisely predict the energy that can be harvested and the
data packets that will arrive in the future. That work also
proposed an off-line algorithm to optimally schedule the
transmission of data packets to minimize the total
transmission time. This problem has been further studied in
a stochastic environment in which the EHD cannot perfectly
track the evolution of the energy harvesting process but can
know the statistics of the progression of the energy
harvesting process. For example, the power allocation
problem was studied in [7], [14] where the energy harvesting
process was modeled as a Markov decision process (MDP).
In [15], the power control problem for an energy
harvesting-enabled transmitter was modeled as a partially
observable Markov decision process (POMDP). Cases for
which the EHD does not know the statistics of the energy
harvesting process were studied in [6], where a Bayesian
reinforcement learning approach was proposed for the energy
harvester to learn these statistics from previous experience.
A detailed review of recent advances in energy harvesting
technologies applied to wireless communications is given
in [16].

With recent advances in wireless power conversion and
transfer technologies, wireless energy harvesting and transfer
equipment such as wireless mobile phone chargers have
already been deployed in wireless communication devices
[17]. In RF energy transfer-based systems, the wireless
information signal can be embedded into the RF energy
transfer signal to achieve simultaneous wireless information
and power transfer (SWIPT) [18]. However, in practice, RF
energy transfer will cause interference to the information
signal transmission, which results in a tradeoff between
energy transfer and information transmission [4]. Recent
developments in magnetic resonance coupling technology
have significantly improved the efficiency of wireless power
transfer [1], [2], [19], [20]. More specifically, authors in [1]
have demonstrated magnetic resonance coupling-based
wireless transfer of 60W of power over 2 meter distances
with 40% transfer efficiency. Authors in [2] have also
demonstrated that using similar technologies it is possible to
transfer 10 kilowatts of power for a distance of 6.5 feet. A
mobile phone charging system called Magnetic MIMO has
been developed in [19] to wirelessly charge mobile phones
and other portable devices regardless of the orientation of
these devices.

Recently, multi-user energy harvesting networking
systems, especially cooperative energy harvesting systems
with energy transfer among EHDs, have been introduced as
a solution to improve the reliability of the energy supply for
energy harvesting communication systems [21]–[24]. The
multi-hop relay channel with one-way energy transfer from
the source to relay node has been studied from the
information theoretic perspective in [22]. In [25], an
interactive POMDP-based framework was proposed to study
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Fig. 2: A dynamic energy trading market for energy harvesting
communication systems.

the relay selection problem for a cooperative energy
harvesting system. A hybrid network architecture with
co-located power beacons and cellular networks was studied
in [26].

In this paper, we propose a stochastic energy trading game
to analyze dynamic energy trading among energy harvesting
EHDs that can exchange energy with each other. Our
proposed model is extended from our previous works
[27]–[29] where we proposed a stable matching game with
private belief to study the resource allocation problem for
cognitive radio networks operating in a stationary
environment. Different from these works, where both the
environment and the action space of each player are assumed
to be fixed, in this paper we consider dynamic energy
trading for energy harvesting communication systems in a
stochastic environment. Due to the time-varying
environment, the role of each player as well as the
matchings between buyer and seller EHDs can change from
time to time. Therefore, we fit the stable matching game
with private belief into a stochastic game framework.

III. NETWORK MODEL

We consider an energy harvesting communication system
with a set of K EHDs, labeled as U = {1, 2, . . . ,K} as shown
in Figure 2. Each EHD corresponds to the transmitter of a data
communication link with an energy harvester. We assume that
time is divided into slots, during each of which the amount
of energy harvested by each EHD can be regarded as fixed.
Let ûk,t be the number of data packets that arrive at EHD k
at the beginning of each time slot t and êk,t be the amount
of energy that can be harvested by EHD k during time slot t.
Each EHD k has a data buffer and a battery that can store up to
ūk data packets and ēk energy units, respectively. In this paper,
we focus on an energy harvesting communication system with
causal constraints. Specifically, each EHD cannot transmit data

packets or use the energy that will only be available in the
future. Thus, we can write the data buffer levels of EHD k at
the beginning of time slot t as

uk,t = min {ūk, ûk,t + uk,t−1 − vk,t−1} , (1)

where vk,t−1 is the number of data packets sent by EHD k
during time slot t− 1, with 0 ≤ vk,t−1 ≤ uk,t−1. We assume
that each EHD is also installed with a power transfer
equipment and can send or receive a certain amount of
energy to or from other EHDs at the beginning of each time
slot. Let ∆ẽk,t ≥ 0 be the amount of energy that can be
successfully received by EHD k from other EHDs at the
beginning of time slot t. In this paper, we assume that each
EHD cannot use the energy harvested during the current
time slot to transmit its data packets in the same time slot.
The battery level of EHD k at the beginning of time slot t
can be written as follows:

ek,t = min {ēk, êk,t−1 + ek,t−1 +∆ẽk,t − wk,t−1} ,(2)

where wk,t−1 is the energy consumed by EHD k to send vk,t−1

data packets, with 0 ≤ wk,t−1 ≤ ek,t−1.
Note that the amount of harvested energy is generally a

continuous variable. However, due to the limit of the
accuracy of digital communication devices, we can assume
that the amount of energy harvested by each EHD during
each time slot is a discrete value (e.g., the smallest unit of
energy to send a data packet) taken from a finite set. We can
denote as E the set of possible levels of the battery for each
EHD k, i.e., ek,t ∈ E, ∀ k ∈ U and t ≥ 0. Note that due to
the energy transfer loss, if EHD j transfers an amount of
energy qkj,t to EHD k, only ∆ẽk,t = gjk,tq

k
j,t can be

successfully received by EHD k, with 0 < gjk,t < 1, k ̸= j
and k, j ∈ U. We assume that gjk,t also takes values from a
finite set. Let W and Z be the sets of possible energy used
to send data packets and the data buffer levels of each EHD
during each time slot. We refer to the battery levels, buffer
levels of all the EHDs and the energy transfer efficiencies
among EHDs at the beginning of each time slot t as the
(environment) state, denoted as ηt = ⟨et,ut, gt⟩ where
et = {ek,t}k∈U, ut = {uk,t}k∈U and gt = {gkj,t}k,j∈U. Let
Υ be the set of possible states, i.e., we have ηt ∈ Υ and
Υ = E× Z.

IV. A DYNAMIC ENERGY TRADING MARKET

To overcome the adverse effects caused by the
time-varying environment and exploit the diverse energy
harvesting process of the EHDs, we introduce the concept of
dynamic energy trading market, in which each EHD can
improve its performance using the following approaches:

1) Transmission Scheduling: Each EHD k can schedule its
energy use and the number of packets to be transmitted
in each time slot t according to the statistics of the future
evolution of the environment and interaction with other
EHDs.

2) Energy Trading: The EHDs can trade their harvested
energy with each other. More specifically, those EHDs
that cannot harvest enough energy to support their data
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communication can request a certain amount of energy
to be transferred from others EHDs that have harvested
more energy than they can use at the beginning of each
time slot.

In the dynamic energy trading market, the set of EHDs can
be divided into the following two subsets in each time slot:

1) The subset of seller EHDs includes the EHDs that
believe their stored energy and the energy that will be
harvested in the future will be more than sufficient to
support their required transmissions. Let q̄j,t be the
maximum amount of energy that can be sent by seller
EHD j at the beginning of time slot t. Let St be the set
of seller EHDs in time slot t, i.e.,
St = {j : q̄j,t > 0, ∀j ∈ U}.

2) The subset of buyer EHDs includes the EHDs that believe
the energy they can obtain will not be able to support
the required data transmission. Each buyer EHD k can
request a certain amount of energy denoted as qkj,t from
another EHD j at the beginning of time slot t. Let Bt be
the set of buyer EHDs in time slot t, i.e., Bt = {k : qkj,t >
0, ∀k ∈ U and j ∈ St}. We have St ∪ Bt ⊆ U and St ∩
Bt = ∅, ∀t. Note that if qkj,t > 0 and ∆ẽk,t = 0, it means
that the request sent by buyer EHD k has been rejected
by seller EHD j and hence no energy will be transferred
from EHD j to EHD k. If qkj,t = 0 ∀k ∈ Bt, it means
that no buyer EHD sends an energy request to EHD j in
time slot t. We have ∆ẽk,t = gjk,t min{qkj,t, q̄j,t}.

It can be observed that in each time slot there may exist
EHDs that neither sell nor buy energy to or from others and
hence will not enter the energy trading market in these time
slots. In addition, the sets of buyer and seller EHDs change
from time to time. In this paper, we assume that the role of
each EHD as a seller or buyer EHD does not change within
each time slot but can change from time slot to time slot.

It can be observed that the decision of each EHD k about
how to schedule its transmissions and trade energy with
others should be closely related to the buffer and energy
levels, the specific requirements for data transmission, and
the knowledge about the future data arrival and energy
harvesting processes. For example, if EHD k is highly
sensitive to transmission delay and needs to always
successfully send the newly arriving data packets to the
corresponding receiver in a fading channel, the number of
transmitted data packets vk,t needs to satisfy
vk,t

[
1− Pr

(
SNRk,t < γ

k

)]vk,t

= ûk,t where
Pr
(
SNRt < γ

)
is the packet error probability [30]. If EHD

k can tolerate a certain delay, on the other hand, it can
reduce its energy consumption by properly scheduling the
transmission of its data packets. For example, an EHD can
deliberately delay the transmission of some data packets if it
expects the amount of energy to be harvested in the future to
be much more than that received at present. When an EHD
requires more energy than it can harvest and cannot tolerate
long delays for packet transmission, it will have to request
energy to be transferred from others. In this paper, we
consider a general energy trading framework in which
different EHDs can have different requirements and we use

Rk to denote the requirement of EHD k. Let wk,t be the
amount of energy required to send vk,t data packets of EHD
k. We assume that there exists a one-to-one mapping
function Y (·) from vk,t to wk,t, i.e., wk,t = Y (vk,t) and
vk,t = Y −1 (wk,t). For example, if the unit of energy for
sending a data packet is given by ek, we can write
wk,t = ekvk,t.

Note that the energy trading among EHDs may incur cost
due to the energy transfer loss and the extra resources spent
on coordination and information exchange. We hence can
introduce a pricing function c1kj,t

(
gjk,t, q

k
j,t,∆ẽk,t

)
to denote

the cost to EHD k when it requests EHD j to send qkj,t
amount of energy. It can also be observed that even though
EHDs can trade energy with each other, the received energy
may not always be enough to support the required services.
For example, the energy required by the buyer EHDs can
exceed that can be provided by the seller EHDs (i.e.,
qkj,t > q̄j,t), or the cost of energy trading may be too high for
some buyer EHDs. We can write c2k,t (vk,t, wk,t,Rk) as the
cost that EHD k incurred from unsatisfactory transmission of
data packets in time slot t. Similarly, we can also define the
reward that EHD k obtained by trading energy with EHD j
in time slot t as π1

kj,t

(
gjk,t, q

k
j,t,∆ẽk,t

)
, i.e., if EHD k is a

seller EHD, π1
kj,t

(
gjk,t, q

k
j,t,∆ẽk,t

)
is the reward obtained

by selling ∆ẽk,t

gjk,t
amount of energy to buyer EHD j. We also

denote the reward from successfully sending vk,t data
packets with wk,t units of energy by EHD k during time slot
t as π2

k,t (vk,t, wk,t,Rk).
Since the amount of energy harvested from the ambient

environment is generally limited, it is reasonable to assume
that in each time slot each buyer EHD can only purchase
energy from one seller EHD. Similarly, each seller EHD can
only transfer its energy to one buyer EHD, e.g., using
one-to-one magnetic resonant coils for energy transfer. We
refer to each pair of buyer and seller EHDs formed in each
time slot as a buyer-seller pair. At the beginning of each
time slot, each EHD needs to decide which EHD to trade
energy with. Let µt (k) be the seller (or buyer) EHD chosen
by a buyer (or seller) EHD k in time slot t to trade energy,
i.e., for each seller EHD k ∈ St (or buyer EHD k ∈ Bt), we
have µt (k) ∈ Bt ∪ {k} (or µt (k) ∈ St ∪ {k}) where we use
µt (k) = k to mean that no EHDs will trade energy with
EHD k during time slot t, i.e., we have π1

kk,t = c1kk,t = 0.
Our formulation and results can be directly extended to more
general cases with multiple seller and buyer EHDs forming a
coalition. We will provide a more detailed discussion on
such extensions in Section VIII.

Note that the pairing process between buyer and seller
EHDs includes complex interactions among EHDs. For
example, in order to obtain sufficient energy from the seller
EHDs, all the buyer EHDs will compete for the seller EHDs
that can provide the highest tradable energy at the lowest
cost. In addition, each seller EHD can receive energy
requests from multiple buyer EHDs. It will then need to
carefully decide which buyer EHD to transfer its energy to.
We consider a general model and the payoff of each EHD in
each time slot can be any performance metric or function
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related to the rewards and costs of energy trading between
itself and its energy trading partner. More specifically, let
ϖkj,t

(
π1
kj,t, π

2
k,t, c

1
kj,t, c

2
k,t

)
be the payoff obtained by EHD

k when it trades energy with EHD j during time slot t for
k ∈ U. For example, if the payoff of EHD k is a linear
function of π1

kj,t, π2
k,t, c1kj,t and c2k,t, we can write

ϖkj,t

(
π1
kj,t, π

2
k,t, c

1
kj,t, c

2
k,t

)
= π1

kj,t + π2
k,t − c1kj,t − c2k,t. We

will consider a specific payoff function and use it as an
example for our proposed dynamic energy trading market in
Section VII. In this paper, we assume that each EHD can
always obtain different payoffs when trading with different
EHDs, i.e., ϖkj,t ̸= ϖki,t ∀i ̸= j and i, j ∈ U\{k}. To
simplify our discussion, once each EHD k has already
chosen its energy trading partner µt(k), we abuse the
notation and rewrite the payoff of EHD k in time slot t as
ϖk,t

(
π1
kµt(k),t

, π2
k,t, c

1
kµt(k),t

, c2k,t

)
=

ϖkµt(k),t

(
π1
kµt(k),t

, π2
k,t, c

1
kµt(k),t

, c2k,t

)
.

In the dynamic energy trading market, the main objective
for each EHD k is to sequentially optimize its decisions about
the transmit power wk,t, number of transmit data packets vk,t,
which EHD and how much energy to trade with to maximize
its long-term discounted payoff given by,

lim
T→∞

E

(
T∑

t=1

γtϖk,t

(
π1
kµt(k),t

, π2
k,t, c

1
kµt(k),t

, c2k,t

))
. (3)

We seek a simple and distributed mechanism that can
incentivize energy trading among EHDs. The mechanism
should also ensure that the energy trading market converges
to a stationary structure under each possible state, in which
no EHD can further improve its payoff by unilaterally
deviating from its resulting pairing partner, transmit power,
number of transmit data packets, and the amount of energy
to trade.

V. A SIMPLE ENERGY TRADING SCHEDULING PROTOCOL

As mentioned previously, in dynamic energy trading, the
role of each EHD as seller or buyer EHD can change over
time. Therefore, it is important for each buyer (or seller)
EHD to first discover the available seller (or buyer) EHDs in
its surrounding area. Additionally, a link establishment
protocol should also be introduced for buyer and seller
EHDs to coordinate and transfer energy. A buyer-seller pair
can only be established when a buyer EHD and a seller
EHD coordinate their energy transfer parameters for energy
transmission and receiving. For example, if both buyer and
seller EHDs are equipped with magnetic resonant coils,
energy transfer from a seller EHD to a buyer EHD can only
be successful if both EHDs adjust their resonant matching
circuits to operate on the same resonant frequency [31]. We
consider energy-efficient communication systems, where the
seller and buyer EHDs cannot spend energy on multiple
rounds of back-and-forth negotiation about the details of the
energy transfer at the beginning of each time slot. More
specifically, we follow the same approach as synchronous
peer-to-peer ad hoc network systems [32], [33] and introduce
the following simple energy trading scheduling protocol for

Fig. 3: Time structure of a simple energy trading scheduling
protocol using OFDM resource blocks: At the beginning of
each time slot, each seller EHD chooses a seller-discovery
resource block to broadcast its identity and energy information.
Once the information sent by the seller EHDs is received, each
buyer EHD chooses a link-establishment resource block to
send its energy request. After the buyer EHD and seller EHD
have been matched, the seller EHD will transfer its available
energy to the corresponding buyer EHD.

the EHDs to establish energy transfer links at the beginning
of each time slot:

Protocol 1: Description of A Simple Energy Trading Scheduling
Protocol

1) Seller discovery: At the beginning of each time slot t, all EHDs have
a short dedicated time segment to discover the seller EHDs. The seller
discovery resources consist of a set of orthogonal resource blocks. Each
seller EHD monitors the seller discovery resource blocks and chooses
a locally unused one to broadcast its identity and the amount of energy
available to be transferred to the buyer EHDs.

2) Energy trading link establishment: Each buyer EHD will decode the
signals broadcasted by the seller EHDs in the seller discovery time
segment and then select its preferred seller EHD. Each buyer EHD
will then choose an unused resource block in the following link
establishment time segment to send its energy request signal together
with its energy receiving parameters. If a seller EHD accepts the
request of the buyer EHD, it will adjust its energy transfer frequency
to the same one as the buyer EHD. Otherwise, the seller EHD will
reject a buyer EHD by ignoring the request sent by the buyer EHD.
The rejected buyer EHDs will not receive any energy from the seller
EHDs for the remainder of time slot t.

We illustrate the time structure of the above protocol in
Figure 3.

Note that it is possible that multiple buyer EHDs send
energy requests to the same seller EHD j ∈ St, causing a
conflict. To resolve this conflict, seller EHD j will need to
choose one buyer EHD and ignore the energy requests sent
by other buyer EHDs. Each seller EHD can establish a
preference over the requesting buyer EHDs by ranking the
resulting benefits of energy trading from the highest to the
lowest and use the established preference to decide the buyer
EHD to send energy to. For example, in some energy
efficient systems, the benefit that each seller EHD obtains by
selling its energy to the requesting buyer EHDs is
proportional to the energy transfer efficiency between itself
and the requesting buyer EHDs. If we write Fj,t as a set of
buyer EHDs that send energy requests to seller EHD j,
Fj,t ⊆ Bt, seller EHD j prefers to send its energy to buyer
EHD k = arg max

l∈Fj,t

{glj,t}. Suppose EHDs are deployed with

magnetic resonant coils for energy transfer. Each seller EHD
can then estimate the relative order of energy transfer
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efficiency from itself to each requesting buyer EHD by
measuring the load that each buyer EHD imposes on the
transmitter circuit, as discussed in [19]. More specifically,
each seller EHD knows the resonant frequency of its
requesting buyer EHDs. Thus, all seller EHDs can
sequentially adjust their resonant frequency to the same one
as each requesting buyer EHD by applying a known voltage
on its coil and measuring the current flowing through its coil
to estimate the energy transfer efficiency between itself and
the requesting buyer EHDs. Another way to achieve this is
to let each seller EHD j establish a relative order of energy
transfer efficiency between itself and the energy requesting
buyer EHDs by evaluating the channel gains from its
received energy requesting signal. Specifically, in systems
where both the channel gains and energy transfer efficiencies
are dominated by the distances between (data and energy)
transmitters and receivers, each seller EHD can establish the
preference list about the energy transfer efficiencies between
itself and requesting buyer EHDs by sorting the channel
gains from highest to lowest. We assume that each buyer
EHD does not know the seller EHDs’ preference nor their
conflict-resolving rules. It can be observed that with the
increase of the distance, the wireless energy transfer
efficiency drops much faster than the communication channel
gain. In other words, each buyer EHD will only compete
with its nearby buyer EHDs for the seller EHDs in the
surrounding area. Thus, it is possible for each buyer EHD to
eavesdrop on the seller EHDs requested by other buyer
EHDs in the past. In this paper, we assume that each buyer
EHD does not know the current decisions made by other
buyer EHDs about the seller EHDs to send energy requests
to but it can eavesdrop on the seller EHDs requested by
buyer EHDs in previous time slots. Each EHD can exploit
its observation history to establish its belief, which will be
discussed in detail in Section VI.

VI. A STOCHASTIC ENERGY TRADING MECHANISM AND
DISTRIBUTED ALGORITHMS

We formulate the dynamic energy trading problem as a
stochastic energy trading game. It can be regarded as an
extension of a stochastic game by modeling the interaction
between buyer and seller EHDs under each state as a stable
matching game with private belief [28], [29]. Before we
present the details of our game formulation, let us briefly
describe some of the basic elements of a stochastic game
[34]–[36]. A stochastic game consists of a set Υ of states
and a set U of players. The game is played in a sequence of
time slots. Each player decides its action at the beginning of
each time slot. The state is time-varying and can be regarded
as fixed within each time slot. Each player does not have
complete information about the state but can obtain a partial
observation ok,t ∈ Ωk at the beginning of each time slot t.
The evolution of the state is characterized by a state
transition function Γ (ηt, ηt−1,at−1) = Pr (ηt|ηt−1,at−1)
which specifies the probability distribution of an outcome ηt
given that, starting at state ηt−1, a joint action at−1 is taken
by the players. Each player receives a payoff at the end of
each time slot.

In the stochastic energy trading game, the players are the
EHDs. The state, denoted as ηt ∈ Υ in time slot t, is a
composite variable of the harvested energy et and energy
required to send data packets for all the EHDs wt. In each
state ηt, the EHDs are divided into two disjoint subsets St
and Bt, corresponding to sets of seller and buyer EHDs,
respectively. An action ak,t of each buyer EHD k ∈ Bt is to
choose an appropriate seller EHD to request energy from.
We follow the same line as most existing works in stochastic
games and assume that the state transition function
Γ (ηt, ηt−1,at−1) is known by all the players and each
player knows the probability distribution
Θ(ok,t, ηt,at−1) = Pr (ok,t|ηt,at−1) for each possible
observation under each action and resulting state. We will
describe how to relax these assumptions in Section VIII.

For the rest of this section, we first focus on one time slot
of a game play and then consider the sequential optimization
for EHDs in a stochastic domain.

A. A Stable Matching Game with Private Belief

In this subsection, we focus on the energy trading within
one time slot t. We assume that the sets of buyer and seller
EHDs, and state are fixed in the time slot. We formulate the
interaction between buyer and seller EHDs in each specific
state as a matching game with private belief, which is formally
defined as follows:

Definition 1. A (two-sided one-to-one) matching game with
(one-sided) private belief is a tuple M = ⟨Bt, St, b̂k,t,≻⟩
consisting of two finite and disjoint subsets of players Bt

and St, preference ≻, and a belief function b̂k,t for each
player in one subset.

In dynamic energy trading, the two subsets of players
correspond to sets of buyer and seller EHDs. We provide a
more detailed discussion of each of the elements in our
formulated game as follows: each buyer EHD k ∈ Bt also
has a specific type, denoted as yk,t, which includes all the
private information related to its decision making [37]. More
specifically, for each buyer EHD, its type captures its
preference over the seller EHDs and its ability to compete
with others for the seller EHDs. For each seller EHD, its
type specifies its preference about buyer EHDs and its
conflict-resolving rules. Since the type of each EHD is
private information, it is not known to others. However, each
EHD k can establish and maintain a belief b̂k,t

(
y−k,t

)
about

types of others for y−k,t = ⟨yl,t⟩l∈U\{k}. Each buyer EHD
establishes its preference over the seller EHDs and decides a
specific seller EHD to send its energy request to. We use
i ≻k j to mean that buyer EHD k prefers to send an energy
request to seller EHD i rather than to seller EHD j for
i ̸= j, i, j ∈ St and k ∈ Bt. Apart from establishing the
preference over all the seller EHDs, each buyer EHD should
also decide a specific seller EHD to send a request to at the
beginning of each time slot. Note that each EHD will
schedule the transmission of its data packets according to
how much energy and how many data packets it receives,
which will depend on the energy harvesting process, number
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of arriving data packets, as well as the energy it can trade
with other EHDs. The energy harvesting and packet arrival
processes cannot be controlled by each EHD. However, each
EHD can improve its payoff by sequentially choosing the
proper energy trading partner. We therefore refer to the seller
EHD chosen by each buyer EHD k in each time slot t to
send an energy request to as the action ak,t of EHD k for
ak,t ∈ Ak,t and Ak,t = St. We also write At = ⟨Ak,t⟩k∈Bt .

From the aforementioned analysis, we observe that the
pairing structure between buyer and seller EHDs is fully
determined by the joint action of the buyer EHDs and the
conflict-resolution rules of the seller EHDs in each time slot.
We refer to a pairing structure between seller and buyer
EHDs as a matching, which is formally defined as follows:

Definition 2. For a fixed state ηt, a (two-sided one-to-one)
matching µt is a function from the set Bt ∪ St onto itself
such that for each buyer EHD k ∈ Bt, if µt (k) ̸= k, then
µt (k) ∈ St and for each seller EHD j ∈ St if µt (j) ̸= j,
then µt (j) ∈ Bt and µt (k) = j ⇔ µt (j) = k for all k ∈ Bt

and j ∈ St.

Note that in our energy trading scheduling protocol
presented in Section V, each buyer EHD can only send an
energy request to one seller EHD in each time slot. If all
buyer EHDs keep sending requests to the seller EHDs that
provide the highest payoffs in every time slot, some buyer
EHDs requesting the same most preferred seller EHDs will
always be rejected and receive no energy. In other words, the
traditional Gale-Shapley algorithm-based approaches, that is,
each buyer sequentially sends energy requests from the most
preferred seller to the least one until its request is accepted,
cannot be directly applied to solve the energy trading
problem in a stochastic environment.

From the previous analysis, the action of each buyer EHD
should depend on: 1) how much energy each seller EHD can
provide and 2) whether its chosen seller EHD will accept its
energy request. To solve this problem, we define a belief
function and introduce the concept of belief-based preference
[27], [28]. Each buyer EHD k ∈ Bt first establishes and
maintains a belief function from its observation history and
then determines its preference about seller EHDs based on
its belief function. Note that the main difference between the
matching game with private belief and the traditional
matching game without beliefs is as follows. In the former
game, each EHD’s preference also depends on its belief
function. For example, if buyer EHD k knows that another
buyer EHD l has the same most preferred seller EHD j to
send an energy request to and, according to its belief
function, buyer EHD l is more preferred by seller EHD j
than itself, then buyer EHD k will remove seller EHD j
from its list of the most preferred seller EHDs because it
knows that seller EHD j is likely to reject its energy request.

Let us now describe how to convert each buyer EHD’s
uncertainty about the types of other EHDs to the uncertainty
about the actions of other buyer EHDs and the final matched
seller EHD. Since each buyer EHD decides its action based
on its type, there is a mapping function from each buyer
EHD’s type to its action. Each buyer EHD cannot directly

observe other buyer EHDs’ types but can estimate their types
by eavesdropping on the past actions of other EHDs. In
particular, each buyer EHD can establish a belief function
about the actions of other buyer EHDs denoted as follows:

b′k,t (a−k,t) = Pr (a−k,t|ok,t,Hk,t) , (4)

where we use subscript −k to mean all EHDs except EHD k
and Hk,t is the observation history of EHD k. This belief
function will also specify the belief of buyer EHD k about
the types of all the other buyer EHDs. For each joint action
of all buyer EHDs under a given state, the final matched
seller EHD of each buyer EHD is fully determined by the
conflict-resolution rules of the seller EHDs. In other words,
the uncertainty of each buyer EHD about types of the seller
EHDs is equivalent to its uncertainty about the final
matching results. Each buyer EHD can therefore exploit its
previous observations to establish a belief function about the
final matched seller EHD under each possible joint action of
buyer EHDs and observation. The belief is denoted as
follows:

b′′k,t (µt (k)) = Pr (µt (k) |ok,t,at,Hk,t) . (5)

If each buyer EHD can establish belief functions about the
actions of other buyer EHDs and the final matched seller
EHD at the beginning of each time slot, it can then evaluate
the expected payoff obtained by sending an energy request to
each seller EHD. The buyer EHD eventually uses the
evaluation results to establish its belief-based preference over
seller EHDs. In particular, buyer EHD k can establish the
preference over seller EHDs i and j by i ≻k j if
ϖ̄ki,t > ϖ̄kj,t. ϖ̄ki,t is the expected payoff obtained by
buyer EHD k when it sends an energy request to seller EHD
i, given by

ϖ̄ki,t =
∑

a−k,t∈A−k,t

∑
µt(k)∈{i,k}

Pr (a−k,t,

µt (k) = i|ok,t,Hk,t)ϖki,t

=
∑

a−k,t∈A−k,t

∑
µt(k)∈{i,k}

b′k,t (a−k,t)

b′′k,t (µt (k) = i)ϖki,t, (6)

and ϖki,t is given in (19). For the rest of this subsection, we
focus on how to establish and update the belief function of
each buyer EHD about the actions of other buyer EHDs and
the final matched seller EHD at the beginning of each time
slot.

We will consider how to estimate the current and future
changes of the system state in the next subsection. Basically,
we adopt a commonly used model-based Bayesian
reinforcement learning framework to model the belief of
each buyer EHD about actions of other buyer EHDs. In this
framework, the prior distributions of the beliefs of each
buyer EHD about actions of other buyer EHDs as well as its
final matched seller EHD are characterized by the Dirichlet
distribution and Beta distribution, respectively [38], [39].
Both Dirichlet distribution and Beta distribution have been
widely used as the prior distribution in statistical inference
methods because they have the following properties:
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1) The Dirichlet distribution and Beta distribution can be
regarded as the probability distributions over the
parameters of the multinomial distribution and binomial
distribution, respectively. In the energy trading system,
the belief of each buyer EHD k about actions of other
buyer EHDs can be regarded as a probability
distribution over a limited number of possible choices
for seller EHDs and hence can be modeled as a
multinomial distribution. In particular, if we use
(a−k,t, ηt) to denote the event that all buyer EHDs
except buyer EHD k choose actions a−k,t, we can then
write the probability distribution of the actions of all
buyer EHDs except buyer EHD k, according to the
belief of buyer EHD k in a given state ηt, as
(a−k,t, ηt) |b′k,t (a−k,t) ∼ Mul(ϕ−k,t,m), where
Mul(ϕ−k,t,m) denotes the multinomial distribution
with parameters ϕ =

[
ϕ1, ϕ2, . . . , ϕ|A−k,t|−1

]
and m,

and ϕi is the probability that the ith outcome occurs.
Similarly, once each buyer EHD decides on the seller
EHD to send an energy request to, the seller EHD can
only have two possible responses, that is, either accept
or reject the request. This can then be modeled as a
binomial distribution. In particular, we can write the
probability distribution of matching result µk(k)
according to the belief of buyer EHD k as
µt (k) |b′′k,t (µt (k)) ∼ Bi(ψk,t,m) where Bi(ψk,t,m)
denotes the binomial distribution with parameters ψk,t

and m, and ψk,t is the probability that seller EHD ak,t
accepts the energy request of buyer EHD k. We hence
can apply the Dirichlet distribution and Beta distribution
to model the probability distributions of ϕ−k,t and ψk,t

of the multinomial distribution and Binomial
distribution of events b′k,t (a−k,t) and b′′k,t (µt(k)),
respectively, i.e., b′k,t (a−k,t) ∼ Dir (α−k,t) and
b′′k,t (µt (k)) ∼ Beta (βk,t) where
αt =

{
α(a−k,t,ok,t)

}
a−k,t∈×|A−k,t|−1

and α(a−k,t,ok,t)

are the concentration parameters satisfying

Pr
(
ϕ−k,t|α−k,t

)
=

Γ
(∑|A−k,t|−1

i=1 αi

)
∏|A−k,t|−1

i=1 Γ (αi)

|A−k,t|−1∏
i=1

ϕαi−1
i , (7)

and Pr (ψk,t|βk,t) =
Γ (βk,t)

Γ (βk,t)
ψβk,t−1, (8)

where Γ(·) is the gamma function.
2) The Dirichlet distribution and Beta distribution are the

conjugate priors for the multinomial distribution and
binomial distribution, respectively [40]. Suppose the
prior distributions of a−k,t and µt follow the Dirichlet
distribution and Beta distribution with concentration
parameters α−k,t and βk,t, respectively. If the
observations during the first t time slots of the actions
follow distributions Mul(ϕ−k,t,m) and Bi(ϕk,t,m),
respectively, then the posterior distributions over ϕ−k,t

and ψk,t will follow distributions Dir (α−k,t + nk,t)

and Beta
(
βk,t + n′

k,t

)
, respectively. Then, we have

nk,t = {nk,t(a−k,t, ok,t)}a−k,t∈A−k,t
, (9)

where nk,t(a−k,t, ok,t) is the number of times that the
joint action a−k,t has been taken given observation ok,t
during the past t time slots and n′k,t (µt(k), ok,t,at) is the
number of times that the resulting matched seller EHD
is given by µt(k) when buyer EHD k observes ok,t and
joint action at during the past t time slots.

Each buyer EHD k can establish its belief about actions of
other buyer EHDs and the final matching result as follows:

Bk,t (a−k,t, µt(k)) = Pr (a−k,t, µt(k)|ok,t,Hk,t)

= Pr (a−k,t|ok,t,Hk,t) Pr (µt(k)|ok,t, ak,t,a−k,t,Hk,t)

=

∫ 1

0

Pr
(
a−k,t|ok,t, b′k,t (a−k,t)

)
Pr
(
b′k,t (a−k,t) |ok,t,a−k,t,α−k,t

)
db′k,t (a−k,t)

·
∫ 1

0

Pr
(
µt|ok,t,at, b

′′
k,t (µt (k)) ,Hk,t

)
Pr
(
b′′k,t (µt(k)) |ok,t,at,Hk,t

)
db′′k,t (µt(k))

=
nk,t (a−k,t−1, ok,t)∑

a−k,t−1∈A−k,t−1

nk,t (a−k,t−1, ok,t)

·
n′k,t (µt (k) , ok,t,at)∑

µt(k)∈{ak,t,k}
n′k,t (µt (k) , ok,t,at)

, (10)

where nk,t (a−k,t−1, ok,t) =∑t−1
i=1

∑
ok,i∈Ω 1 (a−k,i = a−k,t−1|ok,i = ok,t) and

n′k,t (µt (k) , ok,t,at) =
∑t−1

i=1

∑
ok,i∈Ω 1 (µt (k) |ok,t,at).

1(·) is an indicator function.
We can observe that, with the state changing from time

slot to time slot, the sets of seller and buyer EHDs as well
as the set of possible actions of each buyer EHD will also
change. In other words, each EHD will decide a sequence of
actions during the progression of the states which will result
in a sequence of matchings. We follow the same line as the
stochastic coalition formation game in [34], [41], [42] and
introduce the concept of a (weak) stable matching for dynamic
energy trading market as follows.

Definition 3. A matching µt is said to be (weakly) stable if
every EHD believes that matching µt in time slot t cannot
be strictly improved upon by any EHD or buyer-seller pair.
A matching is (weakly) optimal if each EHD believes that it
cannot further improve its long-term average payoff by
choosing another matching.

We can further define the concept of strong stable
matching as a matching satisfying the following conditions:
1) no EHD or buyer-seller pair believes that it can further
improve its payoff by unilaterally deviating from an existing
matching, and 2) every EHD believes that no other EHD or
buyer-seller pair can further improve its expected payoff by
unilaterally deviating from the existing matching. It can be
observed that the strong stable matching relies on each
EHD’s subjective belief about others and hence is more
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“endogenous” compared to the weak stable matching [42].
We only consider the weak stable matching, and thus with a
slightly abuse of the definition, we use stable matching to
mean weak stable matching in our dynamic energy trading
market.

We observe from the above definition that the resulting
stable matching in each time slot is closely related to the
beliefs of each EHD. In this paper, we seek a sequence of
matchings between buyer and seller EHDs that is stable and
optimal. The main objective for each EHD is to maximize its

long-term average payoff given by E

( ∞∑
t=0

γtϖk,t

)
, where

0 < γ < 1 is the discount factor.

B. A Stochastic Energy Trading Game

Let us now focus on the sequential decision making process
of each EHD in a stochastic environment [34]. We formally
define a stochastic energy trading game as follows:

Definition 4. A stochastic energy trading game is
characterized by a set of states Υ, a set U of EHDs which
can be divided into sets St and Bt for seller and buyer
EHDs, respectively, under each given state ηt ∈ Υ, a
preference ≻ for each EHD, a set of possible observations
Ωk,t (ok,t,at−1, ηt) and an observation function Θk,t for
each buyer EHD k ∈ Bt, a probability distribution
Γ (ηt, ηt−1,at−1) for the transition dynamics, a payoff
function ϖk,t and a belief function B̃k,t for each buyer EHD
k.

We provide a more detailed discussion for each of the
elements in our stochastic energy trading game as follows.

1) States and Observations: In energy harvesting
communication networks, state ηt in each time slot t
corresponds to the battery levels, data buffer levels of all
EHDs and energy transfer efficiencies among EHDs. Once
the state is fixed, the sets of seller and buyer EHDs will also
be determined. Each EHD can obtain an observation at the
beginning of each time slot which includes the energy
information broadcasted by seller EHDs. However, each
buyer EHD cannot know the amount of harvested energy or
the amount of energy required for sending the data packets
of other buyer EHDs. Each buyer EHD also cannot know the
conflict-resolving rules of seller EHDs. Each buyer EHD
k ∈ Bt will have to establish its belief about the current and
future states of the system using its observation function
Θk,t (ηt,at−1, ok,t) = Pr (ok,t|ηt,at−1). The observation
function specifies, for each joint action of all buyer EHDs
and state, the probability distribution of possible
observations.

2) State Transitions and Belief Function: In each time
slot, buyer EHDs cannot know the current state but can
estimate the probability distribution of the possible states,
i.e., buyer EHD k can establish a belief function
b′′′k,t (ηt) = Pr

(
ηt|ok,t,at−1, b

′′′
k,t−1 (ηt−1)

)
. By combining

b′′′k,t (ηt) with the beliefs about the actions of other buyer
EHDs as well as the matching result described in the
previous subsection, each buyer EHD k can obtain the

following belief at the beginning of each time slot:

B̃k,t (ηt,a−k,t, µt(k))

= Θ (ηt,at−1, ok,t)
∑
ηt∈Υ

Γ (ηt|at−1, ηt−1)

b′′′k,t−1 (ηt−1)Bk,t (a−k,t, µt(k)) , (11)

where Bk,t (a−k,t, µt(k)) is given in (10).
The above belief function can be used to update the belief of

each buyer EHD about the current state, actions of other buyer
EHDs and the final matching result at the beginning of each
time slot. We now need to prove that belief B̃k,t (ηt,a−k,t)
in (11) is a sufficient statistic, which means that buyer EHD
k ∈ Bt can make the decision about its future actions without
requiring any further information about past observations.

Proposition 1. In our proposed energy trading system, the
belief bk,t (ηt,a−k,t, µt(k)) of each buyer EHD k calculated
and updated using (11) is a sufficient statistic for the past
history of buyer EHD k’s observations.

Proof: See Appendix A.
Each buyer EHD k can then use the belief function given

in (11) to estimate the expected payoff that can be obtained
from each possible action ak,t ∈ Ak,t in time slot t. We have

¯̄ϖk,t (ak,t = j) =∑
µt(k)∈{k,ak,t}

∑
a−k,t∈A−k,t

∑
ηt∈Υ

B̃k,t (a−k,t, ηt,

µt (k))ϖkj,t, (12)

where j ∈ St and ϖkj,t is given in (19).
3) Optimal Policy and Distributed Algorithm: To choose

the optimal action at the beginning of each time slot to
maximize its long-term average payoff, each buyer EHD
needs to evaluate the long-term average payoff obtained by
each of its possible actions. We define a value function
Vk,t

(
at, ok,t, ηt, B̃k,t

)
as the sum of the current and future

expected payoffs when the current state and joint actions of
all buyer EHDs are given by ηt and at, respectively. Buyer
EHD k’s expected instantaneous payoff is given by
¯̄ϖk,t (ak,t) in (12) when it decides to pursue action ak,t.
Additionally, buyer EHD k should be able to estimate its
future expected payoff using its known state-transition
function and observation function. More specifically, we can
define a belief state estimation function as follows:

B̃k,t (at, ok,t, µt(k)) =

SE
(
at−1, µt−1(k), ok,t−1, B̃k,t−1

)
. (13)

We hence can write Vk,t
(
at, ok,t, ηt, B̃k,t

)
as follows:

Vk,t

(
ok,t, ηt, ak,t,a−k,t, B̃k,t

)
= ¯̄ϖk,t (ak,t)

+γ
∑

ok,t+1∈Ω

Pr (ok,t+1|ak,t, bk,t (a−k,t, ηt))

Vk,t (SE (ak,t,a−k,t, ok,t, µt(k))) . (14)
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We can write the optimal value function for EHD k as
follows:

V ∗
k,t(a−k,t, ok,t, ηt, B̃k,t) =

max
ak,t∈Ak,t

Vk,t

(
ηt, ak,t,a−k,t, ok,t, B̃k,t

)
. (15)

Therefore, the optimal policy π∗
k,t for each buyer EHD k in

time slot t is given by

a∗k,t = arg max
ak,t∈Ak,t

Vk,t(ηt, ak,t,a−k,t, ok,t, B̃k,t).(16)

Note that (16) is, in some sense, similar to the value
iteration algorithm. However, in (16), we have to take into
consideration the interaction among EHDs by introducing an
interactive belief function B̃k,t. Additionally, to ensure the
convergence of the interaction among EHDs, we have also
introduced a stable matching with private belief-based
mechanism and apply this mechanism to our proposed
stochastic energy trading game.

Combining the above result with the Bayesian learning
approach discussed in Section VI-A, we can propose the
following distributed optimization algorithm:

Description of Algorithm 1

Initialization: Each EHD k has a prior belief B̃k,0

(
a−k,0, η0, µ0(k)

)
∀k ∈ U.
FOR t = 1, 2, . . .

1) At the beginning of each time slot t, each seller EHD j ∈ St
broadcasts its identity and energy information to buyer EHDs as
described in Protocol 1. Each buyer EHD k ∈ Bt decodes the
broadcast information of the seller EHDs and obtains an
observation ok,t.

2) Each buyer EHD k updates its belief function
B̃k,t

(
a−k,t, ηt, µt(k)

)
according to (11).

3) Each buyer EHD k ∈ Bt uses the updated belief to update its
value function Vk,t (ηt,at) according to (14).

4) Each buyer EHD k ∈ Bt decides its optimal action a∗k,t according
to (16) and then sends an energy request to the seller EHD a∗k,t.

5) Each seller EHD j ∈ St decides to accept the request from the
buyer EHD and conducts the energy transfer during the rest of the
time slot.

We can prove the following results for the above algorithm.

Theorem 1. For Algorithm 1:
1) Suppose in some time slot t, the energy trading policy for

each EHD satisfies πk,t = π∗
k where π∗

k is a stationary
policy for EHD k. Then we have πk,τ = π∗

k ∀ τ ≥ t.
2) If the belief functions of the EHDs converge to a

stationary probability distribution, then the policy in
(16) is the optimal policy for every initial interactive
state.

Proof: See Appendix B.
The first part of Theorem 1 claims that any stationary policy

is an absorbing solution for the energy trading game [10],
[37]. The second part proves that if all the EHDs converge
to a stationary policy using Algorithm 1, the resulting energy
trading policy will be optimal.

VII. NUMERICAL RESULTS

In this section, we present numerical results to evaluate
the performance of our proposed energy trading framework
and optimization algorithms. We also compare the

Distance 0.5cm 2cm 5cm 10cm 20cm 30cm 40cm
Efficiency 89% 87% 74% 53% 34% 19% 11%

Fig. 4: Average energy transfer efficiency under different
distances given in Table 4 of [19].
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Fig. 5: Comparison of the average payoff of EHDs achieved by
optimal energy trading policy and optimal packet scheduling
policy under different iterations of the algorithms.
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Fig. 6: Comparison of the average buffer level of EHDs for
different iterations of the algorithms.
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by the optimal energy trading policy and the optimal packet
scheduling policy for different numbers of EHDs.
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Fig. 8: Comparison of the number of buyer-seller pairs, for
different numbers of EHDs.
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Fig. 9: Comparison of the average payoff of EHDs and number
of buyer-seller pairs under different harvested energy for each
EHD.

performance improvement brought by the proposed energy
trading approach with that of existing optimal packet
scheduling approaches [6], [16]. Before we describe the
detailed setting of our simulation, we briefly explain the
transmit packet scheduling problems and optimal solutions.
The basic idea behind the transmit packet scheduling is that
each EHD can take advantage of the known statistics of
future state changes and sequentially optimize the number of
data packets to be transmitted in each time slot. The transmit
packet scheduling problem for each EHD k can be
formulated as a single-player POMDP in which the state
corresponds to the amount of harvested energy and the
number of arriving data packets of each EHD k. EHD k
should sequentially decide the number of data packets to
transmit at the beginning of each time slot. The objective of
each EHD is to maximize its long-term average payoff [15].
The optimal packet scheduling policy can then be derived by
a standard value iteration approach for a single-agent
POMDP [43]. Unlike our proposed dynamic energy trading
policy, which exploits the amount of energy harvested and
the number of data packets that arrive at different EHDs in
each time slot, the optimal packet scheduling policy takes
advantage of the diversity of the energy harvesting process
during different time slots.

A. Simulation Setup

As mentioned in Section IV, the dynamic energy trading
framework is very general and the payoff function of each
EHD can be any performance metric. In this section, we
define a simple linear model to demonstrate the performance
improvement that can be achieved by our proposed
framework. More specifically, we assume that each seller
EHD charges the same price when it sells its excess energy
to different buyer EHDs. We model the benefits obtained by
each seller EHD k ∈ St from successfully transmitting data
packets and selling energy to other EHDs as linear functions
of vk,t and ∆qk,t, respectively. We can write the reward of
each seller EHD k obtained by successfully transmitting data
packets and selling ∆qk,t to energy trading partner EHD j
as follows:

π1
kj,t = ξk∆qk,t and π2

k,t = αkvk,t, (17)

where αk is the reward obtained by each EHD k for
successfully transmitting each data packet to its
corresponding receiver and ξk is the price charged by seller
EHD k for selling each unit of its energy to a buyer EHD.
In the case that the buffer of EHD k is almost full and EHD
k cannot obtain enough energy to transmit the newly arriving
data packets, some of the arriving data packets will be
discarded due to the limited buffer size. We hence define the
cost of dropping the data packets of EHD k in time slot t as
follows:

c2k,t = λk max {0, (ûk,t + uk,t − vk,t − ūk)} , (18)

where λk is the cost of dropping one data packet of EHD k. We
also assume that the energy trading cost of each buyer EHD j
when it trades energy with EHD k is given by c1jk = ξk∆qk,t.
Note that, from the previous discussion, only buyer EHDs will
discard data packets in each time slot. We hence can write the
instantaneous payoff obtained by each EHD k when it buys
or sells energy from or to EHD j in time slot t as follows:

ϖk,t =

 αkvk,t + ξk∆qk,t, if µt(k) ̸= k and k ∈ St,
αkvk,t − ξj∆qj,t, if µt(k) ̸= k and k ∈ Bt,
αkvk,t, if µt(k) = k.

(19)
In the rest of this section, we will compare the performance

of the optimal packet scheduling policy against that of the
optimal energy trading policy derived in Section VI.

B. Numerical Results

We consider the payoff function given in (19). Since there
is no energy trading among EHDs, the payoff of each EHD
k in packet scheduling depends only on the number of its
transmitted data packets and the cost of data loss. EHDs are
equipped with multiple magnetic resonant coils and can use
Magnetic MIMO to exchange energy with each other. All
EHDs are randomly located in the coverage area uniformly,
and a buyer-seller pair can only be formed between a buyer
EHD and a seller EHD that are at a distance less than or
equal to 0.4 meter. We assume that in each 10 ms time slot,
the harvested energy of each EHD follows a discrete
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uniformly random distribution of integer values from 0 to
100 mW. The number of arriving data packets of each EHD
is also uniformly random and takes an integer value between
0 to 50 data packets. Each data packet consists of 8 bits.
Each EHD has a data buffer that can store up to 50 data
packets and can transmit both the data packets stored in its
buffer and the newly arriving data packets over a channel
with the bandwidth of 1 MHz. Our setting is consistent with
some energy harvesting-based smart card applications [44].
For example, EHDs can correspond to the energy
harvesting-based RFID tag applications for grocery stores to
monitor and manage the stock. In this application, each stock
item has been installed with a small RFID tag which can
harvest energy from ambient RF energy and instantaneously
transfer its identity to the inventory management systems of
the stores. Another application of our setting can be the
security-enhanced bus/metro cards which can wirelessly
verify the identity of a passenger at the entrance or exit on
the bus or at the metro station using the energy harvested
from the ambient environment. In both of the above
applications, the EHDs are small and impractical to be
equipped with a battery. In addition, the density of EHDs in
these applications is high and each EHD needs to
instantaneously communicate with remote computer systems
and report its identity/security information using the energy
obtained from harvesting and wirelessly transferred from
other EHDs. We follow the same model described at the
beginning of Section III and the amount of required energy
for an EHD to send each data packet is 1.387 mW. We
follow the same setting as [19] and the energy transfer
efficiency between two EHDs follows the average efficiency
results provided in Table 4 of [19]. It reports the average
energy transfer efficiencies for distances of 0.5cm, 2cm,
5cm, 10cm, 20cm, 30cm and 40cm (See Figure 4).
Following the same line as energy transfer simulation setups
in [1], [2], we approximate the average efficiency at any two
neighboring distances given in Table 4 of [19] by a linear
function. Note that different types of functions will not
fundamentally change the theoretical results of the game.
The linear function is adopted to simplify the performance
evaluation and presentation.

In Figure 5, we compare the average payoff of EHDs
achieved by the optimal energy trading policy and the
optimal packet scheduling policy for the different number of
iterations in an energy trading system with 10 EHDs. We
observe that in the first few iterations, there is no data packet
loss for both approaches because each EHD can always store
the data packets that cannot be sent in the current time slot
into its data buffer. However, as the number of iterations
increases, the optimal energy trading policy achieves a
significant payoff improvement compared with the optimal
packet scheduling policy. We also observe that the
performance of our proposed energy trading policy relies on
a proper matching between buyer and seller EHDs. In other
words, dynamic energy trading cannot always improve the
performance compared with a non-energy trading system,
especially when the matching among EHDs is not optimized.

We compare the average buffer levels of the energy

trading and transmit packet scheduling approaches in
Figure 6. We observe that the average data buffer level when
using the optimal transmit packet scheduling is much higher
than that of the energy trading system with the optimal
policy. This is because the optimal transmit packet
scheduling allows each EHD to dynamically delay the
transmission of data packets by adjusting the data buffer
level according to its known state transition statistics. In
other words, the optimal transmit packet scheduling policy is
more suitable for delay-tolerant networking. By contrast,
dynamic energy trading allows the EHDs to instantaneously
exchange their harvested energy with each other. Therefore,
the energy trading system has the potential to support
delay-sensitive communication networks.

Compared with the optimal transmit packet scheduling,
one of the major shortcomings of the energy trading system
is that it can only be applied to the systems consisting of
high density of EHDs with diverse energy harvesting
processes. Moreover, the diversity of EHDs’ energy
harvesting processes directly affects the performance
improvement brought by the energy trading. In Figure 7, we
compare the payoff of the EHDs when the total number of
EHDs changes. We observe that the payoff obtained by the
optimal energy trading policy is much worse than that
obtained by the optimal packet scheduling policy when the
number of EHDs is small. This is because in our simulation
we assume that all EHDs are uniformly distributed in a
given area. Consequently, if the number of EHDs is small,
the chance that each buyer EHD can always find a nearby
seller EHD is low. However, with the increasing of the
number of EHDs, the energy trading can significantly
improve the payoff of the EHDs.

The performance of each buyer EHD in the energy trading
system heavily relies on its opportunity to be paired with a
seller EHD that can provide a sufficient amount of
transferable energy. In Figure 8, we present the number of
buyer-seller pairs formed between seller and buyer EHDs for
different numbers of EHDs. We observe that if both the
amount of energy required for sending data packets and the
amount of energy harvested from the environment are
randomly distributed uniformly around the same level, the
number of buyer-seller pairs increases proportionally to the
total number of EHDs in the network. However, this may not
be the case if the amount of harvested energy and the energy
required to transmit the arriving data packets are
significantly different. In Figure 9, we fix the data packet
arrival rate as described at the beginning of this section. We
assume that the amount of energy that can be harvested by
each EHD in each time slot is uniformly random and takes a
discrete value with a different maximum bound. We compare
the payoff of the EHDs and the number of buyer-seller pairs
with different possible harvested energy levels. We observe
that, if the maximum level of harvested energy for each
EHD is much lower than the amount of energy required for
sending data packets, most of the EHDs in the system
become buyer EHDs. In this case, only a limited number of
buyer-seller pairs can be formed and the average
performance of all the EHDs is low. A similar observation
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can be made for the other extreme case, in which most of
the EHDs can harvest more energy than they require. In this
case, their performance will also be low because they cannot
find buyer EHDs to sell their energy to. Intuitively, the
performance of the energy trading can always be maximized
when the numbers of seller and buyer EHDs are similar.

VIII. EXTENSIONS AND FUTURE WORKS

Our proposed dynamic energy trading market allows the
EHDs to dynamically trade their harvested energy. Our
framework can be extended for more complex and general
systems. In this section, we describe some of the possible
extensions of our energy trading framework.

A. Energy Trading with Multi-buyer and Multi-seller Pairing

In Section III, we assume that each buyer-seller pair can
only consist of one buyer EHD and one seller EHD. The
efficiency of the energy utilization can be further improved
by allowing multiple buyer EHDs to jointly request and
cooperate with each other to divide the total amount of
energy transferred from multiple seller EHDs. One direct
extension of our model is to replace the two-sided
one-to-one stable matching game with other variations of
stable matching games [29], [45], [46]. For example, if each
seller EHD can send its harvested energy to multiple buyer
EHDs, we can model this case using the two-sided
many-to-one matching game, also called the college
admission game. In this model, each seller EHD will be
matched with multiple buyer EHDs for energy trading in
each time slot. A more general approach to allow
multi-buyer and multi-seller pairing during energy trading is
to further divide the total amount of transferable energy
harvested by each seller EHD into smaller units. Each buyer
EHD can then request a certain number of energy units from
one or more seller EHDs. We can then formulate this
problem as a stochastic coalition formation game in which
each EHD can estimate types and coalition formation actions
of other EHDs [42]. Unfortunately, it is known that the core
of the coalition formation game can be empty and, even if it
is non-empty, finding a coalition formation structure that is
in the core is generally an NP-hard problem.

B. Energy Trading with Unknown State Transitions,
Observation Functions and Reward Functions

In our proposed energy trading framework, we assume
that each EHD can know the state transition function and
observation function. The optimal policy of each EHD relies
on establishing a belief function about future states and
interactions among EHDs based on these known probability
distributions. If each EHD cannot know the future statistics
of the energy harvesting and data arrival processes, it can
learn this information from its past experience. In this case,
a fundamental tradeoff between how to utilize the knowledge
that EHDs have already learned to maximize performance
(exploitation) and how to obtain new knowledge to further
improve the performance of EHDs (exploration) arises. It has

been shown in [6] that, by applying a Bayesian
reinforcement learning approach for each EHD to learn the
statistics of the energy harvesting process, the above tradeoff
can be addressed by letting each EHD sequentially learn the
statistics and update the optimal energy scheduling policy.

C. Dynamic Pricing and Mechanism Design

In this paper, we assume that the price for each seller EHD
to sell its energy to buyer EHDs is fixed. A proper pricing
mechanism can be introduced to further incentivize the energy
trading among EHDs by allowing each EHD to adjust its price
dynamically. A proper mechanism should be designed which
not only incentivizes the energy trading between seller and
buyer EHDs but also enforces truth-telling and fairness in the
energy trading among EHDs [28].

D. Open Problems and Future Works

From the previous discussion, it can be observed that our
proposed dynamic energy trading market is general and can
be applied to analyze other more complex systems. Our
results also point towards some new directions for future
research. For example, future networks will consist of high
density of moving EHDs with fast changing energy
harvesting processes. A fast energy trading partner-discovery
protocol should be developed to allow each EHD to quickly
detect its nearby buyer and seller EHDs. Furthermore, it is
known that if each EHD can obtain an accurate prediction
about the future energy harvesting processes, it can further
improve its long-term average performance. However, in
practical systems, it is generally impossible to always
accurately predict the future changes of the energy
harvesting and transfer process. It will be interesting to
develop a unified framework that can characterize the
relationship between the accuracy of prediction about future
energy harvesting processes and the performance gain
achieved by an optimal dynamic energy trading policy.

IX. CONCLUSION

We have studied multi-user energy harvesting
communication systems in which different EHDs can harvest
different amounts of energy and need to transmit a different
number of data packets in different time slots. To analyze
this system, we have introduced a dynamic energy trading
framework, called dynamic energy trading market. In this
framework, seller EHDs that can harvest more energy than
that they require can transfer parts of their harvested energy
to buyer EHDs that cannot harvest sufficient energy to
support their services. Due to the time-varying nature of the
environment, the role of each EHD as a seller EHD or a
buyer EHD, as well as their possible decisions about energy
trading partners, change with time. Each EHD cannot
observe complete information regarding the harvested energy
and number of data packets of other EHDs. We have
introduced a simple energy trading scheduling protocol and
formulated a novel game theoretic model called stochastic
energy trading game to analyze the dynamic energy trading
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problem. We have derived the optimal energy trading policy
for each EHD to sequentially optimize its decision about its
energy trading partner. We have proved that our proposed
policy can achieve an optimal sequence of matchings for the
EHDs, under certain conditions. We have compared the
proposed energy trading policy with an existing transmit
packet scheduling policy and presented numerical results to
verify the performance improvement brought by our
proposed policy under various situations.

APPENDIX A
PROOF OF PROPOSITION 1

Following Baye’s rule, we have

B̃k,t (a−k,t, ηt, µt(k))

= Pr (a−k,t, ηt, µt(k)|ok,t,at−1, bk,t−1 (ηt−1))

= Pr (ηt|ok,t,at−1, bk,t−1 (ηt−1))

Pr (a−k,t|ok,t) Pr (µt(k)|at, ok,t)

=

 Pr (ok,t|ηt,at−1, bk,t−1 (ηt−1))
·Pr (ηt|at−1, bk,t−1 (ηt−1))
·Pr (a−k,t|ok,t) Pr (µt(k)|at, ok,t)


Pr (ok,t|at−1, bk,t−1 (ηt−1))

= ζPr (ok,t|ηt,at−1, bk,t−1 (ηt−1))∑
ηt−1∈Υ

Pr (ηt|at−1, ηt−1) Pr (a−k,t|ok,t)

Pr (µt(k)|at, ok,t) Pr (ηt−1|at−1, bk,t−1 (ηt−1))

= ζΘ(ηt,at−1, ok,t)
∑
ηt∈Υ

Γ (ηt|at−1, ηt−1) bk,t−1 (ηt−1)

Pr (a−k,t|ok,t) Pr (µt(k)|at, ok,t) , (20)

where ζ is the normalization factor which is independent of
ηt to ensure

∑
ηt
bk,t (ηt) = 1.

From the above equation, we can claim that the current
belief of each EHD depends on the observation and system
transition functions as well as its own past observations and
belief function. All of them can be fully characterized by the
information obtained from the current and the previous time
slot. Thus, it is sufficient for each EHD to decide its current
and future actions without requiring any further information.
This concludes the proof.

APPENDIX B
PROOF OF THEOREM 1

Let us first consider the first part of this theorem. The
objective for each EHD is to maximize its long-term average
payoff. From (12), we observe that each buyer EHD
establishes its preference over seller EHDs using its belief
function and the resulting instantaneous payoff obtained
when it has been matched with each seller EHD. Suppose
each EHD has already arrived at an optimal and stable
policy in time slot t. Then, according to (16), we have
Vπk,t

> Vπ′
k
. We will prove that in the next time slot, EHD k

cannot further improve the expected long-term payoff by
changing its policy. We can rewrite the updated belief

function given in (11) in time slot t+ 1 as follows:

B̃k,t+1 (ηt+1,a−k,t+1, µt+1(k))

= Θ (ηt+1,at, ok,t+1)
∑

ηt+1∈Υ

Γ (ηt+1|at, ηt)

b′′′k,t (ηt) (αβBk,t (a−k,t, µt(k))

+ (1− αβ)1 (a−k,t+1|ok,t+1)

1 (µt+1 (k) |ok,t+1,a−k,t+1)) , (21)

Substituting the above updated belief function into (16),
we can claim that the updated long-term average payoff
Vk,t+1 can be regarded as a linear combination of Vk,t and
the instantaneous payoff of EHD k for its chosen action
which can be regarded as a constant. In other words, the
optimal policy that can maximize the value of Vk,t in time
slot t will also maximize Vk,t+1 during time slot t + 1. In
other words, no EHD will have an incentive to unilaterally
deviate from its current policy in the future time slots.

Let us prove the second part of this theorem. It can be
observed that if each EHD regards other EHDs as a part of
the environment, we can define a new state, referred to as
the interactive state, as a combination of state ηt, actions of
other buyer EHDs a−k,t and final matching result µt(k),
denoted as η′t = ⟨ηt,a−k,t, µt(k)⟩. If we can show that the
transition probabilities of the new interactive state and
observation function for each EHD are stationary probability
distributions, we can then convert the dynamic energy
trading with multiple EHDs as a single-EHD energy trading
system. In the system, EHD k will try to sequentially
optimize its actions to maximize the long-term average
payoff based on its known beliefs and its statistics of the
interactive state. Suppose the belief of each EHD k
converges. We can write the transition probabilities of new
interactive state as follows:

Pr
(
η′t|η′t−1,at−1

)
= Pr (ηt,a−k,t, µt(k)|ηt−1,a−k,t−1, µt−1(k), ak,t−1)

=
∑

ok,t∈Ω

Γ (ηt, ηt−1,at−1)

Bk,t (a−k,t, µt(k))Θ (ηt,at, ok,t) . (22)

From the above equation, we observe that if all the beliefs
of other EHDs are stationary, the interactive state as well as
the transition state function and observation function of EHD
k will also be stationary. Following the same line as the
single-agent POMDP, we claim that the policy given in (16)
maximizes the long-term expected payoff of each EHD. This
concludes the proof.
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